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Search

Align

System 1 Projects that were revealed seemed promising .

System 2 The projects that have been proved seem promising .

Exact matches
Snowball stems
WordNet synonyms
Unigram paraphrases

Advance

System 1 Projects that were revealed seemed promising .

System 2 The projects that have been proved seem promising .

Pick from any system
Block aligned words
Skip stale words

Score

Partial
Hypothesis

Features

Projects that have been revealed

Exact Matches Approximate Matches
Unigram Bigram Trigram Unigram Bigram Trigram

System 1 3 1 0 1 1 0
System 2 4 3 2 1 1 1

Length
5

Language Model
-23.8955

Filtered, not Pruned, Language Model

Gigaword

Europarl

News

Commentary

Giga-FrEn

CzEng

Count n-grams

Collect Kneser-
Ney statistics

Context filter

Estimate model

Fine filter

No pruning

Statistics (billions)
Tokens n-grams

English 5.8 4.7
French 2.1 1.7

German 0.4 0.5
Spanish 1.2 1.2

1167 MERT runs
•8 language pairs •Several subsets of systems •Two language models •BLEU or TER-BLEU objective

Gains from System Combination
Czech-English German-English Spanish-English French-English
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Combination BLEU score minus best individual system score.

Thanks to Onďrej Bojar and Michael Denkowski. Supported by a NSF Graduate Research Fellowship and the DARPA GALE program.


